Gas Transport Characteristics through a Carbon Nanotubule
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ABSTRACT

We report the first determination of the slip coefficient for tubular carbon structures that have been produced by chemical vapor deposition on a porous alumina substrate with nominal pore diameters of 200 nm. A uniform 20−30 nm thick carbonaceous coating was formed over the pores. The permeability of the porous alumina was then measured using a pressure/flow apparatus. A finite element code with adjustable slip boundary conditions was used to model transport through the alumina. In the absence of a carbonaceous material, transport was well described by diffuse reflection at the wall. When a carbon nanotubule was present, however, a tangential-momentum accommodation coefficient, \( \alpha_v \), of 0.52 ± 0.1 was predicted for argon, nitrogen, and oxygen.

In a recent study, we reported measurements of diffusion rates through anodized alumina with 200 nm diameter pores and also demonstrated the applicability of a hydrodynamic model to capture the transport behavior within the pore. The experimental data were consistent with the theoretical prediction, given the uncertainty in porosity. In the model employed, a first-order slip boundary condition was used, and a tangential-momentum accommodation coefficient (TMAC) of \( \alpha_v = 1 \) was found to successfully characterize transport through the pore, indicating that gas−wall interactions are described by diffusive reflection. Despite the theoretical elegance of molecular dynamics (MD), direct simulation Monte Carlo (DSMC) and Burnett equation type models, they are yet to become applicable for practical micro/nano flow simulation. Although our finite element hydrodynamic model was successfully applied to microchannels and nanopores, it is expected that the standard hydrodynamic model assumptions will run into difficulties as the media for transport reach nanometer sizes. Among other things, the surfaces of the transport media should play a more prominent role in determining flow characteristics. In such a case, the flow properties could be significantly altered by controlling the nature of the pore surfaces. In this work, we have modified the alumina substrates with a carbonaceous coating and characterized gas transport through the tubule experimentally and theoretically. The combined approach has allowed for the determination of an effective TMAC for transport through the carbon nanotubules.

Fabrication of ordered pores on nanometer scales by aluminum anodization has been demonstrated by several groups over the past couple of decades. Recently, renewed interest in these materials has arisen as a template material for nanotube growth, electronic/magnetic/optical devices, separations/filtration, and energy storage. For some of these applications, being able to understand and model flow characteristics through such media will become critical to their development. These porous media have been uniformly coated with different materials of varying thickness, including carbon and various metals. Electrochemical transport through carbonaceous tubes prepared in this fashion has been studied by Miller et al.

To produce the carbon nanotubules, we have employed a chemical vapor deposition (CVD) approach similar to that described in the literature. Commercially available porous anodic alumina filters (Whatman Anodisc) were obtained and placed in a 1 in. quartz furnace tube. After heating the tube to temperatures of 700, 750 and 800 °C in flowing argon, ethylene was introduced into the system at a flow rate of 150 sccm. After half an hour in the flowing ethylene ambient, argon was reintroduced into the system and the system was allowed to cool. After this process, the Anodisc membranes were a grayish-black color, due to incorporation of carbon on the surface and interior of the membrane. The samples treated at the highest temperatures almost always curled and became too brittle to handle. We found that...
pretreating these samples by clamping them between two alumina plates at the processing temperatures greatly improved their temperature stability and allowed the CVD process to be carried out with yields around 60%.

Representative SEM images of the treated Anodiscs are shown in Figure 1, and the corresponding average diameters and porosities are given in Table 1. After CVD at 700 and 750 °C, the Anodiscs appeared fairly similar to untreated Anodiscs. The only significant difference is a slight expansion of the pore diameter. No carbon overcoating is apparent. The 800 °C treatment, however, showed significant differences. The surface morphology is visually modified, owing to the presence of a carbonaceous film on the surface. A cross-sectional SEM shows that the carbonaceous coating extends down through the pores and is fairly uniform in thickness, conformally covering the surface at a thickness of about 20 nm. The presence of the amorphous carbon film throughout the pores is also confirmed by the fact that the 800 °C sample does not require a metal sputter coating to image. The other samples are nonconductive and charge significantly when subjected to the SEM. It is noteworthy that experimentally measured rates of pyrolytic carbon formation on a glass surface would also predict a film thickness of 20 nm under these conditions. This similarity suggests that growth is not controlled by reactive intermediates, but rather by direct pyrolysis of ethylene on the pore surface. The lower temperature cases would produce films of 3 and 8 nm thicknesses based on the same rate equations. It could be that films near these thicknesses exist in this work but are difficult to detect in the SEM.

The results also indicate that the CVD process is rate-limited by surface reaction pyrolysis rates, and gas transport into the pores is sufficiently well mixed to allow a uniform growth along the length of the pore. This behavior has been observed by others in similar processing. Based on previously measured diffusivity through the pores and the observed growth rates, we can estimate the relative importance of diffusive gas-phase transport to surface reactions, by determining the Thiele modulus, φ, as

\[
\phi = \frac{r_p A_{surf}}{M} \left( \frac{D P}{RT A_{xsect}} \right)^{-1}
\]

where \( r \) is the growth rate, \( \rho \) is the density of the carbon film (assumed the same as graphite), \( M \) is the molecular weight of carbon, \( D \) is the gas-phase diffusivity, \( P \) is the gas pressure, \( R \) is the ideal gas constant, \( T \) is the temperature, \( l \) is the pore length, and \( A_{surf} \) and \( A_{xsect} \) are the surface and cross-sectional areas of a single pore, respectively. Substituting the appropriate numbers, we find a Thiele modulus on the order of \( 10^{-15} \), indicating that gas-phase transport in the pore is very fast relative to the surface reaction rate.

In this work, we have utilized an identical experimental apparatus and theoretical approach to flow characterization as used in our previous work. This work differs from the previous work in that the anodized alumina surfaces have been modified with carbonaceous coatings and the TMAC has been varied in the simulation to capture the behavior induced by this modification. Experimental characterization is performed in a flow tube where pressure drop across the
membrane is monitored versus a controlled flow rate. These bulk measurements can be related to the flux through an individual pore by introducing a correction for the membrane porosity. This introduces the largest error into the calculation as the pore areas can vary by as much as 25% across a single sample. This error is a systematic (not random) error so that all data is affected in an identical fashion. Thus, this error would impact a linear fit in the data, but will not impact any curvature present. The relation between flux and pressure drop is studied for oxygen, nitrogen, and argon. The theoretical approach is a finite element based hydrodynamic model incorporating Navier–Stokes equations with a first-order slip boundary condition. A single adjustable parameter, the TMAC ($\sigma_v$), is adjusted to match the behavior observed experimentally for argon. The uncertainty in the data is used to estimate an uncertainty in the derived TMAC. The coefficient obtained for argon is found to match data obtained for oxygen and nitrogen as well.

Figure 2 shows the data obtained for the samples prepared at 700 and 750 °C (i.e., negligible carbon film formation), along with the theoretical analytical solution when transport drop is studied for oxygen, nitrogen, and argon. The theoretical approach is a finite element based hydrodynamic model incorporating Navier–Stokes equations with a first-order slip boundary condition. A single adjustable parameter, the TMAC ($\sigma_v$), is adjusted to match the behavior observed experimentally for argon. The uncertainty in the data is used to estimate an uncertainty in the derived TMAC. The coefficient obtained for argon is found to match data obtained for oxygen and nitrogen as well.

Figure 2 shows the data obtained for the samples prepared at 700 and 750 °C (i.e., negligible carbon film formation), along with the theoretical analytical solution when transport drop is studied for oxygen, nitrogen, and argon. The theoretical approach is a finite element based hydrodynamic model incorporating Navier–Stokes equations with a first-order slip boundary condition. A single adjustable parameter, the TMAC ($\sigma_v$), is adjusted to match the behavior observed experimentally for argon. The uncertainty in the data is used to estimate an uncertainty in the derived TMAC. The coefficient obtained for argon is found to match data obtained for oxygen and nitrogen as well.
is due to a combination of Knudsen diffusion and forced viscous Hagen–Poiseuille flow:

\[ J = \frac{2 \rho v}{3l} \sqrt{\frac{8RT}{\pi \mu M}} \frac{P}{RT} + \frac{\mu \nu_0^2 P^2}{16l RT} \]  

with the first term due to Knudsen diffusion and the second Hagen–Poiseuille flow. Here, \( M \) is the molecular weight of the gas, \( \mu \) is its viscosity, \( J \) the flux, and \( r_p \) the pore radius. This solution is within the error bounds of the experimental data. However, the error in the data is not random, but rather is a systematic shift that should be the same percentage for all data points. So, while the magnitude is correct, the data lacks the curvature predicted by Hagen–Poiseuille flow. This may be accounted for with a first order slip correction. The hydrodynamic model with slip boundary conditions predicts a relationship between pressure and flux that agrees well with the data when a TMAC of 1.0 is assumed. The percentage difference between model trend and data is approximately constant throughout the range studied, showing that it has predicted the correct curvature, with a magnitude that is within the range of uncertainty. With the inclusion of slip boundary conditions, shear stress induced at the wall is reduced, lessening the impact of viscosity on the flow profile. This reduction in stress at the wall also allows for a larger flux through the pore at identical pressure conditions. These results are nearly identical to the results obtained in our previous work. The major difference stems from a shift in pore diameter.

Figure 3 shows the data obtained on the 800 °C sample, where results differ significantly from combined Knudsen diffusion and Hagen–Poiseuille flow. Comparing the data to the model with a variety of slip coefficients, we find that a slip coefficient of 0.52 gives the best representation of the data obtained for argon. Given the uncertainty in membrane porosity, some error must be assigned to this estimate. As the TMACs of 0.4 and 0.7 are clearly outside of the bounds of uncertainty, based on the numerical prediction a reasonable estimate of \( \sigma_v = 0.52 \pm 0.1 \) is made. This slip coefficient is then applied to the systems of oxygen and nitrogen, and is found to represent both sets of data well. The lower slip coefficients suggest that the interaction of gas molecules colliding with the coated pore walls tends to reflect in a specular fashion, not losing forward momentum at the wall interface. Consequently, the resistance to flow from wall-induced shear stress is reduced, allowing a greater throughput through the pore at otherwise identical pressures.

It is also possible to obtain an analytical estimate of slip coefficient from the following relations:  

\[ \frac{m}{P_i^2 - P_o^2} = B \frac{1}{P} + C \]

\[ B = \frac{A_{sec} \mu^2}{4 \mu RT} \frac{2}{\sigma_v} - \frac{\alpha}{\sigma_v} Kn_o P_o \]

\[ C = \frac{A_{sec} \mu^2}{24 \mu RT} \]

where \( m \) is the mass flow rate in kg/s, \( P_i \) and \( P_o \) are the inlet and outlet pressures, \( P = (P_i + P_o)/2 \) is the mean pressure, \( d \) is the average pore diameter, and \( Kn \) is the Knudsen number. In Figure 4, the normalized mass flow rate experimental argon data from the 800 °C sample is plotted as a function of inverse mean pressure. The slope of this line is then used to estimate the analytical momentum slip coefficient as \( 0.6 \pm 0.1 \), in close agreement with the slip coefficient derived from the hydrodynamic model.

In conclusion, we have used experimental data and theoretical modeling to estimate the slip coefficient for amorphous carbon nanotubules. This is the first time we are aware of this estimate being made, which may have important consequences to the application of these materials. The hydrodynamic Navier Stokes method with first-order slip condition predicted the experimental results quite well for the range of diameters studied in this paper. Similar apparent success has been reported elsewhere for electroosmotic flow through 5 nm tubes where the continuum model agreed well with molecular dynamics predictions. This shows that the hydrodynamic models for nanoscale flows need to be investigated thoroughly before discarding them. While the diameters of the nanotubules studied here may be too large to make them interesting for gas phase separations, it suggests the possibility of scaling down to smaller tube diameters. Molecular dynamics simulations have suggested that carbon nanotubes, with diameters on the order of a nanometer, will have excellent separation properties due to their size and higher throughputs than similarly sized materials due to their smoothness. While the nanotubules studied here probably do not have the same molecular structure as carbon nanotubes, they do experimentally display a higher throughput due to the carbon coating on their surface. Further experiments need to be performed to determine if this throughput enhancement will apply to carbon nanotubes, though the combination of these results and MD simulations are a favorable suggestion in this direction. Unfortunately, it is experimentally difficult to obtain oriented carbon nanotubes within pores of this nature as the CVD of carbon nanotubes is performed on solid surfaces that are not amenable to end-to-end flow experiments such as performed here.
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